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Abstract
The standard mechanisms for query selectivity estimation used in relational database systems rely on properties spe-
cific to the attribute types. For example, histograms and quantile values rely on the ability to define a well-ordering
over the attribute values. The query optimizer in an object-relational database system will, in general, be unable to
exploit these mechanisms for user-defined types, requiring the user to create entirely new estimation mechanisms.
Worse, writing the selectivity estimation routines is extremely difficult because the software interfaces provided by
vendors are relatively low-level. In this paper, we discuss extensions of the generalized search tree, or GiST, to sup-
port user-defined selectivity estimation in a variety of ways. We discuss the computation of selectivity estimates with
confidence intervals over arbitrary data types using indices, give methods for combining this technique with random
sampling, and present results from an experimental comparison of these methods with several estimators from the

literature.

1. Introduction

Relational query optimizers compile declarative queries intoquery plans, dataflow programs that can be executed

efficiently. To perform their combinatorial calculations, optimizers rely on simple statistical cost models to predict

the performance of candidate (sub)programs. Specifically, they require estimates of the CPU and I/O execution cost

of specified relational algebra expressions. These include individual algebraic operators (e.g., the relational selec-

tion operator applied to a table) as well as more complex expressions (e.g., a sequence of joins and selections).

While the estimates need not be exact, they must be sufficiently accurate for the optimizer to be able to eliminate

grossly inefficient programs from consideration.

In this paper, we focus on the most basic estimation problem: predicting predicateselectivity, the fraction of

records remaining after applying a selection predicate to a single table. The general problem, while fundamental,

has not been widely addressed for extensible database management systems. We argue that the selectivities of cer-

tain classes of predicates are best determined by probing a suitable index structure. Specifically, we describe a set of

approaches based on a modification of the generalized search tree, or GiST [HELL95], which allows for flexible tree

traversal [AOKI98a].

From an engineering viewpoint, the main benefit of an index-based approach is that it applies a solution to a rela-

tively well-understood problem (search) to a relatively poorly-understood problem (estimation). This enables

database extenders, who are typically domain knowledge experts in areas such as computer vision, to produce
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estimators without becoming experts in other domains (statistics, database cost models,etc). The intuitive appeal of

this approach is supported by an empirical trend observed by extensible database vendors: third-party extenders are

far more likely to try to integrate search structures than they are to generate selectivity estimators.

From an algorithmic viewpoint, the theme of this work (which is closely related to that of the work on sampling-

based estimation) is the ‘‘best effort’’ use of an explicit, limited I/O budget in the creation of interval estimates. It

contains four main contributions. First, we provide a broad discussion of the ‘‘GiST as histogram.’’ We giv e a new

algorithm for the use of index traversal to produce selectivity estimates with deterministic confidence intervals over

arbitrary user-defined types. Second, we consider the integration of tree traversal with index-assisted sampling.

This strategy permitsdynamic condensation, a technique which we introduce here in the context of search trees.

Third, we demonstrate that integrated traversal and sampling can improve the interval estimates produced by either

technique alone. Fourth, we provide results of an experimental comparative study between our techniques and all of

the proposed multidimensional parametric estimators (i.e., those based on Hausdorff fractal dimension [FALO94],

correlation fractal dimension [BELU95] and density [THEO96]). To our knowledge, this is the only comparative

study that compares any of these spatial estimators to anything except the trivial estimator (based on the uniformity

assumption).

The paper is organized as follows. In the remainder of the introduction, we discuss (at a high level) the issues

involved in using indices for selectivity estimation. In Section 2, we provide a brief overview of some background

concepts and algorithms. We build on this background in Section 3, giving estimation algorithms based on index

traversal and index-assisted sampling. Sections 4 and 5 explain our experimental infrastructure, procedures and

results. Section 6 reviews the related work. We conclude and suggest future work in Section 7.

1.1. Desiderata for selectivity estimation

In this subsection, we provide a more systematic motivation for our work. First, we list the important criteria for

a selectivity estimation method. Second, we provide a brief description of the ways in which index-assisted estima-

tion already meets these criteria. Finally, we describe the areas requiring further development — these being the

areas that will be addressed in the remainder of the paper.

We consider each of the following items to be critical goals for any proposed selectivity estimation method in an

object-relational database management system (ORDBMS):

• Support for user-defined types. Such types include non-numeric types such as set data and image feature vectors.

• Ease of integration. As discussed above, extensive expertise in database query processing technology should not

be required.

• Limited maintenance overhead. If the estimation method involves metadata or other forms of preprocessing, the

steady state cost (in terms of both CPU and I/O) should be reasonable.

• Limited runtime overhead. When invoked, the estimator should not unduly increase latency or interfere with sys-

tem throughput (e.g., due to processing cost, locking behavior,etc).

• Estimate precision. The requirements for precision depend on the decision problem at hand; one such requirement

will be discussed in Section 4.
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Broadly speaking, index-assisted selectivity estimation meets each of the criteria listed above.

• Many of the estimation techniques proposed in the literature may be difficult or impossible to apply in the case of

arbitrary user-defined types and operators. (Additional discussion of this point may be found in Section 6.) By con-

trast, we observe that a tree index is a partitioning of anarbitrary data setat anarbitrary resolution. That is, it

recursively divides the indexed data into clusters that support efficient search (assuming that the index’s design is

effective). This partitioning leads naturally to very general solutions to our problem, as will be seen in Section 3.

• In the process of implementing indices for their new data types, database extenders necessarily provide code to

partition instances of the data types in question. If the selectivity estimation algorithm can be made (largely) inde-

pendent of the data type, we have solved our problem ‘‘for free.’’

• An index must be built and maintained. This is not unreasonable; database administrators are accustomed to

building indices over frequently-queried columns, both for search performance and for improved metadata. Some

vendors even recommend ‘‘at least one index per table’’ [IBM98].

• If our estimation method traverses the index top-down, we can stop whenever we like, obtaining information at

any resolution desired.

• A similar argument applies to estimate precision.

The main question raised by the preceding discussion lies in the inherent tradeoff between estimation runtime

cost and estimation precision. This paper explores how to perform index-based estimation in a way that permits us

to strike this balance.

2. Background

In this section, we briefly review some underlying concepts that define the type of index structure we use and the

Symbol Meaning

N Number of leaf records.

N̂ Estimated number of leaf records (≥ N).

h Tree height (path length from root to leaf).

n Number of samples.

c True cardinality of a subtree (∈[c−, c+]).

c0 Cardinality estimate center value (∈[c−, c+]).

c−, c+ Cardinality estimate {lower, upper} bounds.

u Cardinality estimate uncertainty, or determin-
istic confidence interval.

c̃ Cardinality estimate error.

e. p Predicate (key) of node entrye.

e. ptr Child pointer of node entrye.

c0
e, c−

e, c+
e c0 (c−, c+) for a specific node entry,e.

c0
Σ, c−

Σ, c+
Σ Cumulativec0 (c−, c+).

Table 1. Summar y of notation.
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characteristics of the various operations we perform. We first discuss the relevant aspects of generalized search

trees. We then review the definition and properties of pseudo-ranked trees.

Table 1 summarizes the notation used in this paper.

2.1. Generalized search trees

Throughout this paper, we assume that indices are based on the GiST framework [HELL95] as extended in

[AOKI98a]. In this subsection, we briefly summarize the relevant properties of this framework.

GiST generalizes the notion of a height-balanced, multiway tree. Each treenodecontains a number ofnode

entries, e = <p, ptr >, where eachpredicate, p, describes the subtree indicated byptr. The subtrees recursively par-

tition the data records. However, they do not necessarily partition the data space. GiST can therefore model

ordered, space-partitioning trees (e.g., B+-trees [COME79]) as well as unordered, non-space-partitioning trees (e.g.,

R-trees [GUTT84]).

The original GiST framework of [HELL95] consists of (1) a set of commoninternal methods provided by GiST

and (2) a set ofextensionmethods provided by the user. The internal methods generally correspond to the functional

interfaces specified in other access method interfaces:SEARCH, INSERT andDELETE. An additional internal method,

ADJUSTKEYS, serves as a ‘‘helper function’’ forINSERT andDELETE. This method enforces tree predicate invariants,

such as bounding-box containment for R-trees. The basic extension methods, which operate on predicates, include

CONSISTENT, PENALTY andUNION. The novelty of GiST lies in the manner in which the behavior of the generic inter-

nal methods is controlled (customized) by one or more of the extension methods. For example,CONSISTENT and

PENALTY controlSEARCH andINSERT, respectively.

In [AOKI98a], we added a number of additional extension methods which will be relevant to this paper.ACCU-

RATE controlsADJUSTKEYS asCONSISTENTcontrolsSEARCH. PRIORITY allows SEARCH to traverse the tree in ways other

than depth-first search. Finally, the iterator mechanism (consisting of three extension methods,STATEINIT, STATEITER

andSTATEFINAL , that are loosely based on Illustra’s user-defined aggregate function interface [ILLU95]) allow us to

compute functions over the index records encountered during the index traversal.

To summarize, [HELL95] defines a framework for defining tree-structured indices over arbitrary data types, and

[AOKI98a] provides a framework for flexibly traversing these indices and computing an aggregate function over the

traversed nodes. In the remainder of the paper, we assume we have these capabilities (but do not require additional

GiST properties).

2.2. Pseudo-ranked trees

Pseudo-ranked trees are one of the example applications enabled by the GiST extensions of [AOKI98a]. Here,

we define pseudo-ranking and explain its relevant properties. Much of this discussion and notation follows
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[ANTO92].

Definition 1 [ANTO92]: A tree ispseudo-rankedif, for each node entry e, we can compute a cardinality estimate,

c0
e, as well as lower and upper bounds, c−

e ≤ c0
e ≤ c+

e, for the subtree indicated by e. ptr . (If c−
e = c0

e = c+
e, the tree is

simply said to beranked.)

We do not yet specify howc+
e andc−

e are computed. However, by convention, we assume that:

• c−
e = c0

e = c+
e = 1 if e is a leaf record.

• The overall estimate of tree cardinality is defined byN̂ =
e∈root
Σ c+

e ≥ N.

Practically any tree access method can be pseudo-ranked without any modifications to the underlying data structure.

For example, if we can determine a given node’s height within the tree, we can use simple fanout statistics to com-

pute (crude) bounds on the cardinality of the subtrees to which its node entries point.

Additionally, we will assume that the index satifies the following condition:

Definition 2 [ANTO92]: Let i indicate a given node entry, and let child(i) indicate the node to which i. ptr refers. A

pseudo-ranked tree satisfies thenested bound conditionif c+
i ≥

j ∈child(i)
Σ c+

j and c−i ≤
j ∈child(i)

Σ c−
j for all non-leaf index

records i.

In other words, the interval in the parent node entry always contains the aggregated intervals of its child node

entries.

As mentioned just above, we can compute weak bounds using only height and fanout statistics. However, much

better bounds can be obtained by storingc0 values in each node entry.c− andc+ can also be stored explicitly, or

they can be derived as fixedε -bounds fromc0. For historical reasons, we will refer to storedc0 values asranks.1

Figure 1(a) shows a pseudo-ranked R-tree. The (explicitly stored) cardinality estimatec0 for each node entry

appears next to its pointer, along with the corresponding (derived) values for the boundsc− andc+.2 (Figure 1(b) will

be discussed in Section 3.1.)

1 What we describe here is essentially a partial-sum tree [KNUT75, WONG80]. The term ‘‘ranks’’ arose from the use of cardinality infor-

mation in cumulative partial-sum trees [KNUT73] and comes to the database literature via [OLKE89].

2 In Figure 1(a), the values forc− and c+ are computed using the example formula from [ANTO92] using parameter valuesA = 1⁄2 and

Q = 1⁄2.
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node c−
Σ c0

Σ c+
Σ uΣ c̃

(a) 10 17 31 26 5
(c) 8 13 22 14 1
(b) 12 15 22 10 3
(f) 12 14 19 7 2
(i) 12 13 16 4 1
(e) 12 12 14 2 0
(h) pruned
(d) 12 12 13 1 0
(g) 12 12 12 0 0
(j) pruned
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center value
upper bound
lower bound
uncertainty

valid record

(a) R-tree and predicates. (b) Traversal and results.

Figure 1. Prioritiz ed traversal in a pseudo-ranked R-tree.

The goal of this infrastructure is to reduce the cost of maintaining the ranks. Every insertion or deletion in a (pre-

cisely) ranked tree results in a leaf-to-root update because the update changes the cardinality of every subtree con-

taining that record. This is, in general, impractical in a production DBMS (though many databases are, in fact, bulk-

updated). By contrast, the amortized space and time costs of pseudo-ranking are low enough that it has been incor-

porated in a high-performance commercial DBMS, Oracle Rdb [ANTO92, SMIT96]. In this paper, we will assume

that the index has been tuned so that these update costs are acceptably low. The tradeoff is that some amount of

imprecision is added to the estimate.

How much imprecision does pseudo-ranking actually add? The point of [ANTO92] is that it depends entirely on

the degree of update overhead we are willing to accept; the example formula used to computec− and c+ in

[ANTO92] provides fixed imprecision bounds for a given tree height. We discuss this further in Sections 3.3 and

5.4. Note also that we can actually tune the tree by increasing the bounds dynamically (all aspects of pseudo-rank-

ing continue to work without modification); hence, we can always start with a ranked tree and increase the impreci-

sion until we reach an acceptable level of update overhead. (And if we never update the index after an initial bulk-

load, we need never accept any imprecision!)

3. Algorithms

We now apply the results and techniques of Section 2 to produce new estimation algorithms. First, we describe a

new algorithm based on index traversal. We then give a novel way to combine this traversal mechanism with index-
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assisted random sampling. Finally, we discuss the effects of pseudo-ranking on the precision of these estimation

algorithms.

3.1. Interval estimation using traversal

In this subsection, we propose a new method of index traversal for estimation. We first describe how the method

works. We then discuss the relative disadvantages of other, more ‘‘obvious,’’ solutions. Finally, we work through an

example.

The high-level problem statement is that we wish to probe the tree index, examining nodes to find node entries

whose predicates areCONSISTENT with the query. Howev er, unlike a search algorithm, the desired estimation algo-

rithm need not descend to the leaf level. Instead, the cardinality intervals associated with theCONSISTENT node

entries are aggregated into an approximate query result size. This explains our interest in pseudo-ranking: better

pseudo-ranked bounds result in better estimates.

Our goal, then, is an algorithm that visits the nodes such that we maximize the reduction ofuncertainty,

u = c+
Σ − c−

Σ. Pseudo-ranking is not the only source of uncertainty. Notice in Figure 1(a) that node (b) is completely

subsumed by the query, whereas (c) is not. If we have only visited node (a), we know that the number of records

under node (b) that overlap the query must lie in the range [5, 16]. However, the number of records under node (c)

actually lies in [0, 15] rather than [c−, c+] = [5, 15] because we do not know how many records actually lie outside of

the query rectangle.

Since we cannot tell in advance how much each node will reduce our uncertainty, we cannot construct an optimal

on-line algorithm; instead, we must settle for a heuristic that can use the information available in each node entry to

guess how much following its pointer will reduce the overall uncertainty. Fortunately, it turns out that we can never

‘‘lose’’ precision by descending a pointer — descending a pointer from node entrye to child(e) nev er increases

uncertainty if the index satisfies the nested bound condition. (See Appendix C for a proof.) This gives us a great

deal of freedom in designing our traversal algorithm. We therefore propose a tree traversal framework that uses a

simplepriority-basedtraversal algorithm [AOKI98a]. The algorithm, an example of which is given below, descends

the tree starting from the root and follows links with the highest priority (i.e., uncertainty). Node entries withCON-

SISTENTpredicates are pushed into a priority queue; at any giv en time, the sum of the intervals in the priority queue is

our running interval estimate of the query result size. The algorithm may halt when the reduction of uncertainty

‘‘tails off’’ or some predetermined limit on the number of nodes is reached. An obvious way to measure tail-off is to
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track the rate of change of the confidence interval width, halting when a discontinuity is reached. We defer addi-

tional discussion until Section 5.

At this point, it is reasonable to ask: why not use depth-first or breadth-first search? First, as search algorithms,

they fail to place limits on the number of nodes visited. This is true even if we ‘‘fix’’ our costs by only visiting

nodes down to some specified level in the tree. For example, the ‘‘key range estimator’’ in some versions of

DB2/400 essentially examines all nodes above the leaves; the estimator sometimes read-locks the entire index for

minutes, causing severe problems for update transactions [IBM97a].3 Second, neither search algorithm is well-suited

for incremental use. If we cut off search after visiting some number of nodes, depth-first search will have wasted

much of its effort traversing low-uncertainty regions (e.g., leaves), while breadth-first may have visited the children

of many nodes that were fully subsumed with the query (and therefore had low uncertainty).

The so-called split-level heuristic [ANTO93] is somewhat less risky. This heuristic, described in more depth in

Appendix B, descends until the query predicate isCONSISTENT with more than one node entry in a given node and

then stops. It therefore visits between 1 and logN nodes. This heuristic is effective for low-dimensional partitioning

trees (e.g., B+-trees) but turns out to be very sensitive to the data type and index structure. Table 2 illustrates this

effect using data sets and queries drawn from our experiments in Section 4. The table shows the percentage of

queries (out of 10,000 drawn from each of three different selectivity scales) that stop after inspecting the root node

of a given image feature vector index. The first column shows what happens if all 20 dimensions are indexed, while

the second describes the corresponding values if only the highest-variance dimension is indexed. (The key size is

kept the same to produce structurally similar trees.) As the data type becomes more complex, the split-level heuris-

tic degrades into an examination of the root node, which is not very informative in general.

The bottom line is that an estimation algorithm based solely on simple structural considerations (e.g., lev el) or

data-driven considerations (e.g., intersections between the query and the node entry predicates) may run much too

long or stop much too soon. We plainly require incremental algorithms, of which the prioritized traversal algorithm

is an example.

To show the algorithm in operation, we return to Figure 1. Figure 1(b) shows an example of the prioritized

traversal algorithm running to completion on the pseudo-ranked R-tree depicted in Figure 1(a). Each node entry

3 This is due solely to the length of the index traversal process: ‘‘When large files are involved (usually a million records or more), an esti-

mate key range can take seconds or even minutes to complete.’’
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Queries Having Root
Scale Mean Query as Split Level (%)
Factor Selec. (%) R-tree B+-tree

1 0.041 83 0.24
2 0.85 91 6.4
3 31 99 93

Table 2. Split-level and dimensionality.

stores a predicate (bounding box), a link to its child node, and a cardinality count for the subtree rooted at that child

node. Note that 12 out of the 16 records match the query predicate (which completely contains leaf nodes (d), (e),

(f), (g) and (i)).

The following interesting points may be observed about the traversal depicted in Figure 1. First, as stated above,

the uncertainty never increases; in fact,uΣ happens to decrease with each link followed. Second, observe that the

fact that uncertainty is non-increasing does not imply that the cardinality estimatec0
Σ becomes strictly more accurate

(equivalently, thatce never increases). The absolute error ˆc does, in fact, diverge temporarily from the true cardinal-

ity after visiting node (b).

3.2. Sampling as a supplement to traversal

Random sampling does not produce deterministic confidence intervals as does our traversal-based estimator.

However, it has the potential to produce much tighter interval estimates with high confidence. The main issue is

how to decide between when to apply each of the techniques. In this subsection, we first discuss some dualities and

synergies between the two techniques. These intuitions lead us to a strategy that switches from traversal to sam-

pling. We then provide a conservative heuristic for switching.

Index traversal alone might not permit us to meet our desired accuracy goals. Consider the following intuition.

Indices work well for search (and, by extension, for traversal-based selectivity estimation) when they cluster records

together in a way that minimizes the number of nodes that must be retrieved to answer a query. That is, the index

must ‘‘fit’’ the query — records should bedensewith respect to the queries that use the index. Indexing works

poorly when the data issparse, i.e., matching records are scattered among many nodes.

Observe that the respective cases described above complement those in which random sampling works poorly

(well). For example, cluster sampling works best when the data is scattered most widely, since this reduces the sam-

ple variance (as well as the number of expected I/Os required to find non-zero samples). If we detect that traversal is

performing poorly,i.e., that our interval estimate is not shrinking quickly, we may find it worthwhile to switch to

sampling.

As a side effect of switching to sampling after traversal, the upper levels of the tree will have been condensed.

That is, we need not start each sample probe from the root node. Instead, we can do better by sampling from the
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frontier of the traversal; this frontier is already materialized in the form of the traversal priority queue. Depending

on how far traversal progressed and the effectiveness of buffering, this might save many I/Os. Even in a large-buffer

environment in which I/O is less of a factor, we sav e the CPU costs of repetitively reprocessing the upper-level

nodes (which may be considerable for more complex data types). Note that this kind ofdynamic condensationcus-

tomizes its benefits to the specific query, as opposed to a static condensation policy that (e.g.) simply condenses the

top few lev els.

Obviously, the problem of deciding when to switch to sampling is closely related to the problem of halting traver-

sal (discussed in the previous subsection). The main difference is that our decision process must somehow model

the expected benefit of sampling. A simple strategy is to base this decision on conservative confidence intervals

[HOEF63]. As traversal proceeds, we compare the most recent decrease in confidence interval width to a conserva-

tive approximation of the corresponding decrease for a conservative sampling estimator. (Put another way, we com-

pare the measured slopes of the traversal estimator’s confidence intervals and the hypothetical slopes of the sampling

confidence intervals.) Switching makes sense when traversal has begun to produce results worse than the expected

results from sampling.

In the remainder of the paper, we assume that index-assisted sampling is implemented using acceptance/rejection

(A/R) sampling applied to pseudo-ranked trees. A detailed discussion of this method is beyond the scope of this

paper; such discussions may be found in [ANTO92, OLKE89] or Appendix D.

3.3. On the effects of pseudo-ranking

As previously noted, pseudo-ranking introduces a degree of imprecision into our estimates. In this subsection, we

discuss the degree to which this affects our results.

Our main observation is that, aside from the rank values themselves, pseudo-ranked and (precisely) ranked trees

built over the same data set areidentical. Conceptually, the net effect of pseudo-ranking on both traversal estimation

and sampling estimation is to ‘‘expand’’ the tree by a number of ‘‘ghost’’ records (ones that do not match any predi-

cate). If we use the techniques of [ANTO92], this expansion is bounded by a constant,ε , which is knowna priori.

The main effect on the traversal-based estimator is to shift the interval endpoints. The shift is bounded by an

amount proportional to the pseudo-ranking imprecision at the root node,ε . For example, the confidence interval

width is increased by a total of (c−
Σ/ε ) + (c+

Σ ⋅ ε ) ≤ 2 ⋅ c+
Σ ⋅ ε . Hence, pseudo-ranking introducesrelativeerror depen-

dent onε , notabsolute error dependent onε .

Some minor technical issues that must be resolved before we can use A/R record sampling for estimation on

pseudo-ranked trees. First, in Appendix D, we show that A/R sampling from an unbalanced pseudo-ranked tree (and

therefore, by immediate extension, from a pseudo-ranked forest) returns each record with equal probability. We

need this result because sampling from the frontier of the traversal is essentially sampling from a forest. Second, we
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observe that pseudo-ranking implies that the exact size of the population being sampled is not known. The simplest

way of dealing with this is to perform simple random sampling from a subpopulation, or domain of study [COCH77,

Sec. 2.13]; again, this simply introduces a relative error proportional to the overestimate of population size.

4. Experimental Procedure

In the next two sections, we describe a set of experiments we conducted to assess the effectiveness of our tech-

niques. In this section, we discuss the indices and algorithms used as well as the data/query sets on which they were

used. Additionally, we detail the estimation algorithms we used as benchmarks. Finally, we sketch the overall

experimental design.

In the introduction, we emphasized the generality of an index-based approach to selectivity estimation. For these

comparative experiments, we selected multidimensional point data because there are several alternative selectivity

estimators in the literature with which we can compare our results. By contrast, had we chosen set data (perhaps

indexed using RD-trees [HELL95]), we could only have compared our techniques with random sampling.

4.1. Data Structures and Algorithms

This subsection describes our specific implementations of the general algorithms described in Section 3. We dis-

cuss the index structures, the index loading algorithms, and the estimation algorithms in turn.

Indices. All experiments used an implementation of pseudo-ranked R-trees as described in Section 3. To avoid

conflating the effects of pseudo-ranking with the effects of other experimental variables, we measured only (pre-

cisely) ranked R-trees. As discussed in Section 3, the worst-case effect of pseudo-ranking on our interval estimates

has easily-computed bounds. The ranked case also arises after bulk-loading or bulk-update.

We implemented pseudo-ranked R-trees usinglibgist 1.0. libgist, including driver programs and a suite of prede-

fined access methods, consists of about 20K lines of C++ and is freely available fromhttp://gist.cs.ber keley.edu/. libgist

1.0 implements primary access methods (data records stored in the leaf nodes) on top of a simple storage manager

that can be replaced by the SHORE recoverable storage manager [CARE94] at compile-time.

Loading algorithm. Loading has a strong effect on the effectiveness of an index. We used a variety of loading

algorithms, each of which represented a class of related algorithms.

• Insertion-load. We randomized the records and then loaded the index by repeated insertion. Our R-tree imple-
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mentation uses Guttman’s quadratic node splitting algorithm.4

• Linearized insertion-load. As above, but the data set is sorted in Hilbert curve order as a data-clustering heuristic

[JAGA90] before insertion.

• Linearized bulk-load. We used Hilbert curve order as the page-packing heuristic [KAME93].

• Non-linearized bulk-load. We used STR [LEUT97] because of its simplicity.

Estimators. The traversal and aggregation interfaces of [AOKI98a] allow us to implement estimation using pri-

oritized traversal, breadth-first or level-at-a-time traversal (à la [ANDE88, WHAN94]), and acceptance/rejection

sampling in about 500 lines of code. These extensions are admittedly somewhat tricky, since each essentially imple-

ments a variety of specialized state machines; however, this is not much of an issue because the extender plugs code

into these extensions rather than writing new ones.

For the R-tree traversal estimators, we used a trivial overlap-based estimator. That is, given an non-leaf index

entry, we make a uniformity assumption: the number of records matching a query is proportional to the fraction of

the entry’s predicate volume that overlaps the query. This is analogous to the logic used in,e.g., unidimensional his-

togram estimation.

For both heap and index sampling, we implemented a variety of running interval estimators for the mean. These

estimators were based on conservative [HELL97a], central limit theorem (CLT) [HAAS97], and non-parametric BCa

bootstrap confidence intervals [DICI96]. Conservative techniques are more appropriate than those based on CLTs

for the sample sizes under study but provide weaker bounds; in terms of useful sample sizes, we have empirically

observed that the non-parametric BCa bootstrap falls somewhere in between the other two.

4.2. Bases for comparison

As our ‘‘benchmarks,’’ we selected several parametric point estimators from the literature on spatial databases.

Different estimators apply torandom-centeredand object-centeredwindow queries [PAGE93].5 For random-cen-

tered queries, we implemented and studied estimators based on the uniformity assumption, the Hausdorff fractal

dimensionD0 [FALO94] and density (expected stabbing number) [THEO96]. For object-centered queries, we also

4 An optimal O(nD) algorithm exists, wheren is the number of node entries in a node andD is the embedding dimension [GARC98].

However, it is plainly impractical for some of our data sets (e.g., those withn ≥ 30 andD = 20).

5 Random-centered queries establish the location (e.g., center) of a query from a probability distribution defined on the underlying space.

Object-centered queries select a random object from the data set to establish the query location. Hence, object-centered queries always have non-

zero selectivity. Furthermore, for queries over highly skewed data sets, object-centered queries will tend to have higher selectivities than random-

centered queries.
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used an estimator based on the correlation fractal dimensionD2 [BELU95].

We chose not to compare our techniques with non-parametric estimators based on space-partitioning for a simple

reason: these techniques require summary data that is exponential in the embedding dimension,D. For example,

[THEO96] recommends using a simple histogram-like variant of the density technique for non-uniform data. How-

ev er, this approach is plainly impractical in our context — the suggested gridding method would have required 3D ≈

3.5 billion density points forD = 20. The same argument applies to space-partitioning multidimensional histograms

[POOS97, Ch. 9]. (When details and implementations become available, comparisons with more parsimonious non-

parametric methods such as wav elet-encoded histograms [MATI98] should be instructive.)

4.3. Data Sets

We explicitly chose to conduct experiments on selected data sets rather than on synthetic data sets generated

using simple parametric distributions. The latter approach does enable sequences of experiments to be conducted

using the distribution parameters as a controlled variable. The problem is that the usual distributions (e.g., normal,

Zipf) do not describe the spatial distribution of real data sets particularly well. We usually cannot measure a given

real data set to determine these distribution parameters and then use the parameters to make performance predic-

tions, which limits the usefulness of such experimental sequences.

We used three separate real data sets of varying embedding dimensionality,D:

• Geographic coordinates from the USGS GNIS data set (D = 2) [USGS95]. This is a ‘‘national’’ version of the

Sequoia 2000 storage benchmark [STON93].

• Spatial coordinates plus time from NOAA’s GTSPP data set (D = 4) [HAMI94].

• Image feature vectors from the Berkeley Digital Library Project’s Blobworld system (D = 20) [CARS97]. The 20

dimensions result from applying the singular value decomposition to 256-bin histogram values in the CIE LUV

Dimensionality Density
Insertion Bulk-load

random Hilbert Hilbert STR
D D0 D2

Data set Records

GNIS 1.837 1.746 3.997 2.773 2.274 1.627

Uni2 2 2 31.33 4.894 2.974 2.553
1,517,114 2

GTSPP 1.906 0.9368 10.79 3.361 4.276 1.950

Uni4 4 4 171.8 11.28 7.573 4.477
1,167,671 4

Blob 5.101 1.235 0.06804 0.06948 0.1904 0.07910

Uni20 20 20 62.66 12.82 7.924 7.430
26,021 20

Table 3. Data set characteristics.
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color space and then truncating.

For each real data set, we also generated uniform random data sets of the same dimensionality and cardinality.

Uniform data is not ‘‘yet another’’ form of synthetic data as it has some specific properties of interest. First, uniform

data often represents a kind of ‘‘worst case’’ for simple clustering techniques because it reduces the effectiveness of

partitioning heuristics. We will see an example of this in Table 5. Second, it represents a kind of ‘‘best case’’ for

most parametric estimators — uniform data is simply a degenerate case of most models.

Table 3 summarizes the characteristics of each data set. We measured the fractal dimensionsD0 andD2 of each

real data set using the Mathematica scripts described in [BELU95]. (The generalized fractal dimension of the uni-

form random data sets was not measured as it is equal to the embedding dimension.)

A few general observations on Table 3 are in order here. First, subunitary density values, such as that seen in the

Blobworld data, can be explained by skew. Skew causes gaps, which in turn results in (relatively) large regions that

are not covered by any predicate. Second, the high density values in the ‘‘random’’ column (which translate into

high overlap) show clearly that insertion-loaded R-trees do not cluster data very well, particularly in high dimen-

sions. Third, the relatively high density values for bulk-loaded uniform data are an artifact of the specific bulk-load-

ing algorithms (which are primarily concerned with the properties of the leaf page predicates rather than those of the

higher-level predicates).

4.4. Queries and Evaluation Criteria

For each data set, we generated (uniform) random-centered and object-centered query rectangles. To reduce mea-

surement variance, we generated the queries in three distinct equivalence classes, orscale factors. All members of a

query class have identical geometries and can therefore be expected to have a result size similar (but not identical) to

that of its fellow class members. Each member of a class is considered equally likely (i.e., is assigned equal weight

in the results).

The extent (side lengths) of the query rectangles varied based on the data set applications. For example, the

GTSPP query parameters were based on our experience with the geoscience application described in [FARR94]. We

also varied the geometricaspect ratioby doubling the length of the basic query shape along one axis.

In spite of our use of query classes, the arithmetic mean of the absolute errors tends to be misleading due to skew

and/or bimodality. Wherever we present a mean absolute error, we also present the maximum error as a measure of
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disperson. To summarize the relative error within each class, we use a ratio-of-sums (weighted harmonic) mean (cf.

[JAIN91, Ch. 12], [POOS97, p. 73]).

Loosely, we define ‘‘success’’ in our estimation problem as 1% absolute error for queries with selectivity of 1%

or less. If the query is less selective, then we have no Boolean criterion analogous to the 1% ‘‘success’’; we simply

seek more precise answers. We justify this approach as follows. Consider that the most important application for

histograms is (arguably) unclustered index scan selection. Here, we wish to know the number of records so we can

compute the number of expected heap I/Os — crudely, the unclustered index ‘‘break-even’’ point is when the selec-

tivity equals the inverse of the mean index node occupancy (fill factor). In practice, this is ‘‘a single-digit percent-

age’’ [KIRK96]. For this problem, it is therefore most important to know whether or not the selection result size

falls into the ‘‘1%’’ category.6

4.5. Experimental Design

We used a full-factorial experimental design. That is, we varied data sets, load algorithms, query scale factors,

query aspect ratios, and the use of random-centeredvs.object-centered queries. After a pilot study of 500 replica-

tions per experiment, we performed 10,000 replications per experiment.

5. Experimental Results

We now present the results7 of the experiments just described. First, we summarize the effectiveness of the vari-

ous alternative estimators. Second, we discuss some preliminary results on the use of heuristics for limiting the

duration of index traversal. Finally, we demonstrate how the combination of traversal and sampling can greatly

reduce the confidence interval widths.

6 It is interesting to note that, for whatever reason, few vendors show interest in single-table estimation with resolution much finer than 1%.

Most vendors currently use equidepth histograms or quantile values, for which the number of buckets corresponds directly to the maximum abso-

lute error. Some argue that 20 equidepth buckets usually suffice and that 50 buckets should be adequate for skewed columns [IBM97b]; others

make similar arguments with slightly higher values (40 and 100, respectively [INFO97b]); and some even place arbitrary (and relatively low) lim-

its on the number of buckets (e.g., 254 [ORAC97]).

7 For completeness, we note that the experimental results were collected usinglibgist 1.0 on a ‘‘farm’’ of Dell PowerEdge 6100/200s run-

ning Solaris 2.6 (each configured with 4 200MHz Intel PentiumPro processors, 512MB of main memory, and one Seagate ST19171W Ultra Wide

SCSI-3 disk drive storing operating system, swap and user data).
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Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i index 0.0957 0.0199 0.2410 0.5123 5.7478
b index 0.0176 0.0037 0.0795 0.1110 0.5893

sample 1.3324 0.2778 7.8113 35.5364 44.0060
D2 0.5793 0.1208 1.1034

GNIS / 2 / o 0.2085 0.0014

i index 0.0476 0.6159 2.7284 13.2880 33.5049
b index 0.0766 0.9903 4.3601 11.1679 25.6842

sample 0.4964 6.4206 42.1618 47.9793 70.6604
D2 0.5683 7.3514 21.4943

GNIS / 3 / o 12.9348 0.0643

i index 0.8553 0.1795 2.4018 49.3148 72.0985
b index 0.4989 0.1047 1.6321 1.7342 15.5191

sample 0.4165 0.0874 2.0259 35.5396 39.7573
D2 0.8379 0.1759 2.4385

GTSPP / 2 / o 0.2099 0.0002

i index 0.3165 3.6874 12.3467 68.6537 81.2857
b index 0.1393 1.6228 6.4663 27.9042 42.3499

sample 0.0618 0.7205 4.1933 46.9762 61.8927
D2 0.9738 11.3447 24.3291

GTSPP / 3 / o 11.6502 0.0324

i index 0.9869 0.8424 4.3740 34.8422 84.3703
b index 0.4674 0.3990 2.5149 7.3323 37.1930

sample 0.5157 0.4402 6.2682 36.1739 45.5452
D2 3.3550 2.8640 3.7072

Blob / 2 / o 0.8536 0.0004

i index 0.7035 22.0057 45.2617 85.9696 98.1131
b index 0.4205 13.1550 30.1561 64.7500 94.6313

sample 0.1391 4.3505 25.6728 61.7832 70.6604
D2 0.4368 13.6644 35.3293

Blob / 3 / o 31.2809 0.0437

Table 4. Excerpted results: real data.

Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i index 0.3139 0.0006 0.0035 44.9318 82.7869
b index 0.0630 0.0001 0.0013 0.0271 0.2098

sample 1.9370 0.0037 0.1716 35.3320 35.5038
uniform 0.9891 0.0019 0.0042
D0 9.0136 0.0171 0.0189

i density 268.6663 0.5102 0.5120
b density 23.4731 0.0446 0.0464

Uni4 / 2 / u 0.0019 0.0000

i index 0.1729 0.7469 4.0015 77.0006 95.9137
b index 0.0264 0.1140 0.6523 16.4926 33.1527

sample 0.1093 0.4724 2.6366 39.6432 45.5732
uniform 0.9809 4.2375 8.2187
D0 0.3398 1.4681 4.9760

i density 4.4314 19.1441 22.7537
b density 0.3881 1.6765 4.7865

Uni4 / 3 / u 4.3201 0.0226

Table 5. Excerpted results: synthetic data.

5.1. Estimation Effectiveness

Each estimator was instrumented to produce incremental results as it processed between 1 and 64 index nodes.

The results in this subsection describe a ‘‘snapshot’’ of the results at 12 nodes. This is a somewhat arbitrary number,

chosen because it is 3-4 times the height of the index; this affords a few probes from root-to-leaf so that sampling

has some chance of working. The reason to limit the number of nodes is cost, both in terms of CPU processing

(which is non-trivial) and I/Os (the exact number of which will depend on the buffering method in use). I/Os used
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during query optimization compete for disk arm time with actual query processing.

Tables 4 and 5 show two illustrative extracts from this snapshot. Full tables are contained in Appendix A. We do

not present results from the Hilbert-order data sets because their behavior is qualitatively similar to that of STR. For

similar reasons, we do not present the results of the varied aspect ratios. (The differences in both cases can be quan-

titatively significant, even interesting, but are not illustrative for the points of study.)

The format of the tables is as follows. For each data set, query scale factor and query center type (object or

uniform random), we give the mean selectivity and a variety of error metrics for each applicable estimator. Since

some estimators produce different results depending on how the index was loaded (insertion- or bulk-loaded), we list

these separately. Here, ‘‘index’’ indicates prioritized index traversal, whereas ‘‘sample’’ indicates simple random

sampling with replacement in conjunction with conservative confidence intervals.8 Note that the confidence interval

widths are full widths, not half-widths.9

The tables reveal several points that agree with intuition or previously-established results. First, the estimate

error is generally best for the index-traversal method with bulk-loaded data. The success of the bulk-loaded index

estimator is to be expected since it is using relatively well-partitioned data. The relative ineffectiveness of the inser-

tion-loaded index estimation implies that the traversal-based technique is best used with an access method that suits

the query workload. Second, the estimate error and confidence interval widths degrade for all methods as the dimen-

sionality of the data increases. We expect an effect like this due to the ‘‘curse of dimensionality’’ [BELL61], and

analogous degradations have been widely documented elsewhere in the statistics and computer science literature (a

well-known treatment is contained in [SCOT92]). Third, random sampling performs quite poorly unless the selec-

tivity is large (i.e., >> 1%) because of the small sample sizes. Even accounting for this factor, the confidence interval

widths are quite large — conservative confidence intervals are relatively weak and better results would be obtained if

we could obtain enough samples to use better estimators.

There are a number of more interesting results as well. First, the uniformity, density and Hausdorff fractal dimen-

sion (D0) estimators were all quite unstable. The best results are obtained when the data and query characteristics

match the model assumptions (e.g., lower dimensionality, approximately hypercubic queries, more uniform data);

the density estimator is particularly hard-hit by the poor R-tree quality. Howev er, giv en that these estimators sim-

plify away nearly all characteristics of the data set and query, wide variation in accuracy seems inevitable. Second,

8 The fractional conservative confidence interval widths vary between scale factors, which may be confusing since (by definition) they are

fixed for a given number of samples. However, we truncate each query’s interval widths at [0,N] (i.e., 0% and 100%); hence, the mean width for

each scale factor varies based on how many of its constituent intervals ‘‘stick out’’ beyond these limits.

9 This is for two reasons. First, the deterministic confidence intervals are usually asymmetric. Second, the conservative confidence inter-

vals we present are actually asymmetric as well. This is because we truncate the low/high ends of the probabilistic intervals at the lowest/highest

known deterministic intervals, whether obtained from a previous index traversal phase or the trivial bounds [0,N].
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the correlation fractal dimension (D2) estimator actually performs quite well given that it does not look at the data

and the query sets at all. It does not perform as well as reported in [BELU95], but this is to be expected given that

the queries are highly non-equilateral. Third, while the index traversal estimator with bulk-loaded data generally

and most consistently produces reasonable confidence intervals (recall our ‘‘1%’’ success criterion), none of the esti-

mators is particularly successful on the hardest problems, namely, high dimensional, uniformly distributed data sets.

5.2. Effectiveness of Traversal Limit Heuristics

The previous subsection describes our experiments for a fixed traversal limit of 12 index nodes. This is a heuris-

tic limit and we gav e a heuristic argument for it. Recall that in Section 3.2, we discussed the possibility of more

elaborate heuristics. For example, a moment’s thought would lead one to expect a roughly exponential drop-off in

the incremental gain (decrease in confidence interval width) from each node — as one descends to a new lev el, hav-

ing exhausted the previous level, the expected number of index records covered by any giv en node entry drops by a

constant factor (i.e., by the fanout).

Investigation reveals that the confidence interval width curves do tend to drop off as expected. Our prioritized

traversal algorithm, by its heuristic ordering of nodes by uncertainty, tends to smooth out the curve; nodes that

would cause ‘‘jagged’’ or step-function behavior under simple breadth-first search tend to be processed earlier.

Specifically, we found the confidence interval widths produced by prioritized traversal algorithm dominated those of

breadth-first traversal in all test cases. For similar reasons, pseudo-ranking tends to smooth the curve as well.

We did implement and measure traversal heuristics that detected when the decrease in confidence interval width

‘‘tailed off,’’ i.e., that stopped when the rate of change reached a local change-point. However, we observed the fol-

lowing effect: even with the smoothing factors just described, the curves tended to haveseveralchange-points, usu-

ally corresponding to the transition from one level to the next lower level. (In the tests that use ranked trees, the

individual graphs appear almost piecewise-linear; see Figure 2.) This is not an issue for shorter trees (two or three

levels), but tends to cause the algorithm to stop earlier than desired for taller trees (four levels or more). Though a

more sophisticated heuristic may be useful, we cannot recommend the naive tail-off heuristic for general use.

5.3. Effectiveness of Sampling with Traversal

We generally found that the simple estimator-switching rule of Section 4 was effective at determining when the

traversal estimator was ‘‘stuck.’’ As an illlustration, Figure 3 shows the mean confidence interval width for one set

of object-centered queries applied to the GTSPP (4D) data set. The mean confidence interval width for each of four

separate estimation methods (index traversal only, traversal switching to conservative index sampling, conservative

heap sampling, traversal switching to bootstrap index sampling) are plotted with their 95% confidence intervals

(error bars). The estimator-switching rule moves to sampling fairly early, resulting in a final (p = 95%) conservative

confidence interval that is half as wide as the traversal-only (p = 100%) confidence interval and very close to the

sampling-only confidence interval.
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Figure 2. Slope chang e-points (Blob/3/o). Figure 3. Mean c.i. widths (GTSPP/3/o).

The observant reader will have noted that the conservative sampling intervals are still quite large, and that sam-

pling takes 30 node visits to achieve the 2:1 advantage. This is largely the result of using conservative bounds;

reducing this interval width is an area of ongoing work. However, one must be very careful; because of the small

sample sizes, experiments we conducted using CLT estimators produced high undercoverage rates, with coverage as

low as 85% in some cases (recall that the nominal coverage is 95%!).10

We also computed non-parametric BCa bootstrap confidence intervals. The bootstrap estimator produce coverage

rates well above 95%. However, its benefit over conservative estimators is generally quite modest. Figure 3 happens

to show the best case in our experiments. While the bootstrap estimator provides a 2:1 reduction in confidence inter-

val width over the conservative estimator, the bootstrap confidence interval width is still over 15% of the total table

size.

In summary, we hav e found that sampling techniques are useful in reducing confidence interval widths. Sampling

forces examination of lower-level nodes in the cases (i.e., low selectivity values) where index traversal is stuck in the

upper regions of the index. However, much work remains in terms of improving the estimators themselves.

5.4. On the effects of pseudo-ranking

In Section 3, we noted that the (worst-case) effects of pseudo-ranking were easy to predict. We illustrate this in

Table 6. Pseudo-ranked trees were insertion-loaded using the real data sets. The ranks were maintained using the

bounds of [ANTO92] with parametersA = 0. 1 andQ = 0. 3, resulting inN̂ ≈ 1. 15N. Each pair of rows corresponds

10 Note that the sampling undercoverage is actually somewhatworsethan suggested by the numbers. In the not-infrequent case where in-

dex samplingneverobtains a non-zero sample and the CLT estimator cannot produce a valid bound, we are actually reporting the deterministic

confidence intervals that we had obtained from the preceding index traversal. Obviously, these never contribute to undercoverage.
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Data / Scale Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Error Error (%) Error (%) Width (%) Width (%)

GNIS / 2 / o 0.0957 0.0199 0.2410 0.5123 5.7478
0.1069 0.0223 0.2591 0.5828 6.3255

GNIS / 3 / o 0.0476 0.6159 2.7284 13.2880 33.5049
0.0726 0.9396 3.5397 16.4154 39.1416

GTSPP / 2 / o 0.8553 0.1795 2.4018 49.3148 72.0985
0.8597 0.1805 2.4039 54.7448 79.9434

GTSPP / 3 / o 0.3165 3.6874 12.3467 68.6537 81.2857
0.3328 3.8773 12.6990 76.1930 90.1092

Blob / 2 / o 0.9869 0.8424 4.3740 34.8422 84.3703
0.9876 0.8431 4.3770 38.6835 93.4858

Blob / 3 / o 0.7035 22.0057 45.2617 85.9696 98.1131
0.7126 22.2907 45.7857 91.9598 100.0000

Table 6. Ranking vs. pseudo-ranking.

to data from object-centered queries over a ranked tree (taken from Table 4) and from a pseudo-ranked tree. Not

only are the mean errors very similar, but the various maxima fall within the expected limits.

6. Related work

In this section, we briefly survey the relevant database literature. Specifically, we discuss non-parametric selec-

tivity estimation techniques (which relate to tree traversal), estimation using random sampling, and tree condensa-

tion. We refer the reader to [MANN88] for background information about selectivity estimation; the references

given here are generally incremental with respect to that survey.

6.1. Extensible estimation methods

The current state of the art is to provide black-box user hooks for selectivity estimation functions [INFO97a].

That is, the extender is told to write a user-defined function that computes the selectivity of any clause containing an

instance of their user-defined type. Naturally, few useful selectivity estimators are written in practice.

6.2. Non-parametric statistics

Non-parametric density estimation encompasses a variety of techniques. Previous work in histogram methods

and B-tree-related statistics resembles our work most closely. All of these approaches have one or two of the follow-

ing major disadvantages. First, they are difficult to apply in a ‘‘generic’’ extensible framework because they all

require a mapping from the given data type to someD-dimensional numeric representation. While some mapping is

alwayspossible, a mapping into a representation with a reasonably ‘‘nice’’ distribution (one that does not require an

inordinate amount of summary data to be approximated with reasonable error) is necessarily domain-dependent and

may prove difficult to find — from the point of view of the extender, this may trade one complex and unnatural task
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for another. (By constrast, using index structures for estimation takes advantage of mappings that the extender has

already created and optimized for the purpose of search.) Second, most are based on space-partitioning schemes;

this results in summary data space requirements that are exponential inD.

Model-fitting techniques. Methods based on regression (e.g., [CHEN94, GRAE87, SUN93], wav elets (e.g.,

[MATI98]) and neural nets (e.g., [BOUL97, LAKS98]) can be used to summarize attribute frequency distributions.

The proposed techniques have some additional disadvantages. First, like the parametric estimators discussed in this

paper, they are all point estimators and provide no interval bounds. Second, with a few exceptions (e.g., [CHEN94]),

the ability to perform dynamic updates of the summary data is generally limited.

Histograms. Now well-established (see [POOS97] for a recent survey), conventional histograms rely on space-

partitioning schemes (which limits their applicability). When they can be applied, they consitute a very attractive

option because of the many recent results on the generation of high-quality histograms,e.g., [JA GA98]. None of

this work deals with secondary memory data structures or hierarchical estimation.

Indexing main-memory multidimensional histograms with modified spatial access methods can speed up bucket

retrieval [CHEN90, KAME85, MURA88]. SEDDS [GROS93] takes this idea further, using the spatial data struc-

ture to both construct and maintain the underlying histogram. Again, secondary memory and hierarchical estimation

are not considered; neither are the problems of space-partitioning.

Index-assisted statistics. Sev eral researchers have noted that balanced tree structures can be viewed as a hierar-

chy of (approximately) equidepth histograms (see,e.g., [ANTO93, WHAN94]). A somewhat more common use,

found in the statistical access method literature, is to approximate distribution functions with an index (cf.

[GHOS86, SRIV88] and [HINT91, MEIE97, WANG97]).

6.3. Tree traversal

An enormous literature exists on heuristic tree search in artificial intelligence. Much of this work deals with han-

dling complexity (variable ordering, high levels of redundancy) that does not arise in our context. However, the pri-

ority-based algorithm of Section 3 could be superficially described as a type of best-first search.

With respect to database systems, the previous work in this area is discussed more thoroughly in Section 3 and

Appendix B. The methods described in this paper makes the I/O budget explicit and then make the resulting impre-

cision explicit as well.

6.4. Sampling

Database sampling takes many forms and has many applications; see [OLKE95] and [BARB97, Sec. 9] for recent

surveys. However, we hav e already described the most relevant index-assisted sampling literature in Section 3.
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6.5. Tree condensation

Tree condensation always reduces the mean root-to-leaf path length and eliminates any dead-ends in the con-

densed region. However, static condensation schemes of the kinds considered in the literature (e.g., condensing the

top k levels, condensing every other level [KNUT75, ROSE93]) may not benefit a specific query at all.

Stratified tree-sampling techniques [CHEN92, GALL89] have a more dynamic flavor. The stratification may be

defined in such a way as to create equivalence classes that vary in number depending on the data; however, it is

sometimes difficult to limit the number of strata created, resulting in very expensive sampling plans.

Our combination of traversal followed by sampling has the effect of condensing the tree in a manner specific to

the query, rather than according to a fixed structural or data-driven policy. We can therefore limit the condensation

without altering the validity of our sampling plan.

7. Conclusions and future directions

In this paper, we hav e argued that indexing techniques form the basis for a general and practical approach to

selectivity estimation in extensible databases. The software base is not large and the user-defined extension methods

are not difficult to write. Most importantly, this approach allows us to take advantage of the expertise and develop-

ment effort of third-party database extenders; aside from random sampling, which is completely general, other pro-

posed techniques are either specific to particular data types or require additional integration effort for non-multidi-

mensional data types.

We hav e described why we found previously proposed methods for index-assisted estimation to be unsatisfactory

in conjunction with generalized search trees (as opposed to,e.g., B+-trees). We then introduced incremental traver-

sal algorithms and adaptive traversal/sampling algorithms that addressed these problems.

Additional, smaller contributions include:

• We hav e provided experimental evidence that the traversal-based technique presented in Section 3 can provide

selectivity estimates with lower error than the parametric estimators in the literature.

• We hav e noted the importance of interval estimates for certain query optimization decisions, and have shown that

our traversal technique can meet or come close to meeting our goal of 1% error for 1%-selectivity queries in prac-

tice. This is contrast to the proposed parametric estimators, which provide only point estimates.

• We hav e illustrated that several of the proposed parametric estimators are unstable under reasonable conditions.

We hav e also shown that a combination of traversal and sampling can produce significant reductions in confi-

dence interval width. Further reductions are an area of ongoing work.

Aside from the experimental and algorithmic improvements previously discussed, some immediate extensions

include:
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• Formal performance bounds. Can we do better than to provide examples of useful performance? Without addi-

tional assumptions or problem structure, there is no known ‘‘silver bullet’’ for multivariate density estimation that

simultaneously provides useful bounds on space, time and precision. Furthermore, formal bounds of any kind are

difficult in the framework of non-space-partitioning trees; a better understanding may arise from theoretical work on

indexability [HELL97b].

• Sampling variations. Unlike simple random sampling, sampling from a ranked index has structure that might be

exploitable. It would be interesting to formulate and investigate a sequential application of importance (non-

equiprobable) sampling.

• Access path selection. The information obtained during single-table costing can help the optimizer decide which

of two indices will be most useful for a given table. A conventional optimizer perceives two indices of the same

type built over the same column as being identical. This is essentially true for B+-trees but plainly untrue in general,

as we can see if we consider the case of two R-trees which have been optimized for queries with inverse aspect

ratios (cf. Proposition 1 of [HELL97b]). In the latter example, an estimator would only need to descend a short dis-

tance into each index to determine (on a heuristic basis, at least) that one is much better suited to a given query.

• Join selectivity estimation. Just as histograms on compatible domains can be ‘‘joined’’ to provide approximate

joint frequency histograms, similar schemes are possible for index-assisted estimation. Applying our incremental

techniques to this problem defines a middle ground between the previous work on costing index-assisted joins,

which scans all [HUAN97] or none [THEO98] of the non-leaf index nodes.
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Appendix A: Experimental Results
This appendix summarizes our experiments comparing traversal-based estimation, random sampling, and various

parametric estimators. The formatting and notation are identical to that of the tables in Section 5.
Some of the results of Tables A.2 and A.4 have been excluded. These tables pertain to the uniform-centered

queries. With the high dimensionality data, the mean selectivity was so close to zero as to be meaningless.

Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i ranks 0.1806 0.0007 0.0815 0.0278 2.3226
b ranks 0.0215 0.0001 0.0473 0.0004 0.1964

sample 1.7440 0.0068 1.4770 35.3336 36.8142
D2 0.6990 0.0027 0.1851

GNIS / 1 / o 0.0039 0.0001

i ranks 0.0957 0.0199 0.2410 0.5123 5.7478
b ranks 0.0176 0.0037 0.0795 0.1110 0.5893

sample 1.3324 0.2778 7.8113 35.5364 44.0060
D2 0.5793 0.1208 1.1034

GNIS / 2 / o 0.2085 0.0014

i ranks 0.0476 0.6159 2.7284 13.2880 33.5049
b ranks 0.0766 0.9903 4.3601 11.1679 25.6842

sample 0.4964 6.4206 42.1618 47.9793 70.6604
D2 0.5683 7.3514 21.4943

GNIS / 3 / o 12.9348 0.0643

i ranks 0.9981 0.0121 0.1314 31.3904 63.6347
b ranks 0.7084 0.0086 0.1258 0.0861 1.4444

sample 0.9722 0.0118 0.4004 35.3424 35.8510
D2 1.2900 0.0156 0.1216

GTSPP / 1 / o 0.0121 0.0000

i ranks 0.8553 0.1795 2.4018 49.3148 72.0985
b ranks 0.4989 0.1047 1.6321 1.7342 15.5191

sample 0.4165 0.0874 2.0259 35.5396 39.7573
D2 0.8379 0.1759 2.4385

GTSPP / 2 / o 0.2099 0.0002

i ranks 0.3165 3.6874 12.3467 68.6537 81.2857
b ranks 0.1393 1.6228 6.4663 27.9042 42.3499

sample 0.0618 0.7205 4.1933 46.9762 61.8927
D2 0.9738 11.3447 24.3291

GTSPP / 3 / o 11.6502 0.0324

i ranks 0.8794 0.0364 1.4988 13.0217 57.8225
b ranks 0.0495 0.0020 0.2782 0.0148 5.4648

sample 0.8682 0.0360 3.4129 35.3714 40.1689
D2 5.4220 0.2246 1.2790

Blob / 1 / o 0.0414 0.0003

i ranks 0.9869 0.8424 4.3740 34.8422 84.3703
b ranks 0.4674 0.3990 2.5149 7.3323 37.1930

sample 0.5157 0.4402 6.2682 36.1739 45.5452
D2 3.3550 2.8640 3.7072

Blob / 2 / o 0.8536 0.0004

i ranks 0.7035 22.0057 45.2617 85.9696 98.1131
b ranks 0.4205 13.1550 30.1561 64.7500 94.6313

sample 0.1391 4.3505 25.6728 61.7832 70.6604
D2 0.4368 13.6644 35.3293

Blob / 3 / o 31.2809 0.0437

Table A.1. Real data, object-centered queries — 12 nodes.
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Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i ranks 0.1110 0.0001 0.0190 0.0084 2.3552
b ranks 0.0000 0.0000 0.0001 0.0000 0.0098

sample 1.9881 0.0013 0.3392 35.3309 35.6726
uniform 1.0012 0.0007 0.0462
D0 1.0119 0.0007 0.0461

i density 1.2071 0.0008 0.0456
b density 1.0694 0.0007 0.0459

GNIS / 1 / u 0.0007 0.0000

i ranks 0.1093 0.0074 0.2307 0.1968 5.1020
b ranks 0.0201 0.0014 0.1184 0.0368 0.5893

sample 1.4119 0.0951 3.7289 35.4001 39.2115
uniform 0.9798 0.0660 1.0920
D0 0.9783 0.0659 1.0911

i density 0.9741 0.0656 1.0885
b density 0.9762 0.0658 1.0899

GNIS / 2 / u 0.0674 0.0009

i ranks 0.0502 0.3216 2.7517 6.8648 33.4458
b ranks 0.0639 0.4096 4.2398 5.6194 25.5467

sample 0.6317 4.0499 41.6211 41.7154 70.6604
uniform 0.8864 5.6832 26.4125
D0 0.8856 5.6777 26.4038

i density 0.8832 5.6624 26.3799
b density 0.8844 5.6700 26.3918

GNIS / 3 / u 6.4113 0.0560

Table A.2. Real data, random-centered queries — 12 nodes.
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Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i ranks 0.2741 0.0002 0.0013 3.6643 13.5989
b ranks 0.0000 0.0000 0.0000 0.0000 0.0000

sample 2.0897 0.0015 0.0568 35.3310 35.3873
D2 0.3831 0.0003 0.0011

Uni2 / 1 / o 0.0007 0.0000

i ranks 0.1553 0.0101 0.0633 4.9770 16.0626
b ranks 0.0055 0.0004 0.0023 0.0228 0.0589

sample 0.7329 0.0478 0.3897 35.3952 35.7868
D2 0.3948 0.0258 0.0352

Uni2 / 2 / o 0.0652 0.0001

i ranks 0.0768 0.4424 1.7628 20.3640 37.0192
b ranks 0.0326 0.1875 0.6832 5.2875 8.5947

sample 0.0764 0.4403 2.5056 41.0828 44.4626
D2 0.3358 1.9343 2.7139

Uni2 / 3 / o 5.7602 0.0153

i ranks 0.9940 0.0001 0.0002 39.1866 78.3194
b ranks 0.0007 0.0000 0.0001 0.0000 0.0252

sample 1.9056 0.0002 0.0867 35.3303 35.4170
D2 0.0051 0.0000 0.0001

Uni4 / 1 / o 0.0001 0.0000

i ranks 0.3019 0.0006 0.0033 45.0454 82.9009
b ranks 0.0620 0.0001 0.0016 0.0275 0.2266

sample 1.9954 0.0040 0.1717 35.3323 35.5038
D2 0.9572 0.0019 0.0039

Uni4 / 2 / o 0.0020 0.0000

i ranks 0.1739 0.7443 4.0287 76.8423 96.1341
b ranks 0.0265 0.1134 0.5918 16.4368 32.8581

sample 0.1081 0.4627 2.7488 39.6068 45.6600
D2 1.0000 4.2809 8.2977

Uni4 / 3 / o 4.2810 0.0230

i ranks 0.9996 0.0038 0.0038 67.9227 90.7075
b ranks 0.0165 0.0001 0.0038 0.0330 8.5892

sample 1.9921 0.0077 0.2650 35.3341 35.5990
D2 0.0000 0.0000 0.0000

Uni20 / 1 / o 0.0038 0.0000

i ranks 1.0000 0.0038 0.0038 88.6628 92.6213
b ranks 0.2815 0.0011 0.0038 1.0388 61.6002

sample 2.0872 0.0080 0.2650 35.3345 35.5990
D2 0.0000 0.0000 0.0000

Uni20 / 2 / o 0.0038 0.0000

i ranks 0.4202 0.0045 0.0696 96.3064 99.0200
b ranks 0.4229 0.0045 0.0501 20.9365 100.0000

sample 1.8263 0.0195 0.5299 35.3403 35.8678
D2 0.6408 0.0069 0.1307

Uni20 / 3 / o 0.0107 0.0001

Table A.3. Uniform data, object-centered queries — 12 nodes.
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Data / Scale Mean s.d. Load Est Mean Rel. Mean Abs. Max. Abs Mean c.i. Max. c.i.
/ Query Sel. (%) Error Error (%) Error (%) Width (%) Width (%)

i ranks 0.2983 0.0002 0.0012 3.6938 13.5989
b ranks 0.0000 0.0000 0.0000 0.0000 0.0000

sample 2.0461 0.0013 0.1137 35.3309 35.4443
uniform 1.0000 0.0007 0.0016
D0 0.8066 0.0005 0.0015

i density 20.5691 0.0136 0.0142
b density 1635.8551 1.0788 1.0794

Uni2 / 1 / u 0.0007 0.0000

i ranks 0.1551 0.0101 0.0654 4.9977 16.0513
b ranks 0.0055 0.0004 0.0028 0.0228 0.0589

sample 0.7353 0.0479 0.3335 35.3957 35.7297
uniform 1.0000 0.0651 0.0745
D0 0.9886 0.0644 0.0738

i density 0.3703 0.0241 0.0334
b density 0.9965 0.0649 0.0743

Uni2 / 2 / u 0.0651 0.0001

i ranks 0.0773 0.4462 1.7876 20.3160 36.8384
b ranks 0.0330 0.1902 0.7171 5.3158 8.5947

sample 0.0767 0.4428 2.2289 41.0942 44.1201
uniform 1.0000 5.7691 6.6631
D0 0.9975 5.7545 6.6485

i density 0.9317 5.3750 6.2690
b density 0.9999 5.7686 6.6625

Uni2 / 3 / u 5.7692 0.0152

i ranks 2.0617 0.0000 0.0001 39.3343 79.1562
b ranks 0.0002 0.0000 0.0000 0.0000 0.0336

sample 1.0000 0.0000 0.0001 35.3302 35.3302
uniform 1.0106 0.0000 0.0001
D0 2015.7055 0.0010 0.0010

i density 111399.7636 0.0534 0.0534
b density 6272.0410 0.0030 0.0030

Uni4 / 1 / u 0.0000 0.0000

i ranks 0.3139 0.0006 0.0035 44.9318 82.7869
b ranks 0.0630 0.0001 0.0013 0.0271 0.2098

sample 1.9370 0.0037 0.1716 35.3320 35.5038
uniform 0.9891 0.0019 0.0042
D0 9.0136 0.0171 0.0189

i density 268.6663 0.5102 0.5120
b density 23.4731 0.0446 0.0464

Uni4 / 2 / u 0.0019 0.0000

i ranks 0.1729 0.7469 4.0015 77.0006 95.9137
b ranks 0.0264 0.1140 0.6523 16.4926 33.1527

sample 0.1093 0.4724 2.6366 39.6432 45.5732
uniform 0.9809 4.2375 8.2187
D0 0.3398 1.4681 4.9760

i density 4.4314 19.1441 22.7537
b density 0.3881 1.6765 4.7865

Uni4 / 3 / u 4.3201 0.0226

Table A.4. Uniform data, uniform-centered queries — 12 nodes.
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Appendix B: Traversal

This appendix provides a somewhat more systematic view of the index traversal literature than Section 2. Various
strategies for estimating the cardinality of a subtree, estimating the number of records matching a predicate and
traversing the tree have been proposed. We discuss each in turn.

First, we need some way of estimating how many records are contained in a given subtree. Cardinality estimation
methods may be:
• Fanout-based. Giv en a fanout estimatef , a subtree rooted at a node that isl levels above the leaf level may be

estimated to containf l+1 records [ANDE88, ANTO93, OLKE89].
• Rank-based. Say we store the cardinality of every subtree (or an approximation) in its root. For historical

reasons, trees maintaining such cardinality counts are known asranked trees[KNUT73]; trees with approximate
counts (albeit with upper and lower bounds) are calledpseudo-ranked[ANTO92], and conventional trees that do
not maintain extra information are calledunranked. Giv en such ranks, or approximate ranks, cardinality
estimation is trivial [ANTO92, WHAN94]. Note that pseudo-ranking subsumes both ranked and unranked trees
as special cases.

These options essentially divide the design space into methods that do not use local information (i.e., ranks) and
those that do.

Second, because the query predicate may overlap but not contain the node entry predicate, we need some way to
guess how many records in a subtree actually match the query predicate. Partial-match estimation methods include:
• Fixed proportion. We can guess that some arbitrary fraction (e.g., all or half) of the records match the query

[ANDE88, ANTO93, MURA88].
• Overlap-based. We can measure the overlap between the node entry predicate and the query predicate and

apportion the records accordingly [MURA88, WHAN94].
Again, these methods divide the design space into two: fixed and variable overlap estimates.

Third, we need to understand how to traverse the tree to best apply the previous two mechanisms. The most
precise information is plainly at the lowest point(s) reached by a traversal. Hence, the methods described below
descend to a level at which estimation (cardinality and/or partial match) is performed. Trav ersal methods proposed
in the literature include:
• Fixed level. Descends the tree top-down to a tree level chosena priori, following all links whose predicate

matches the query. First proposed for the root of a tree [BLAS77] but can be generalized to any other level
[ANDE88, COLE93, KIM96, WHAN94].

• Split level. Descends the tree top-down until more than one link matches the query (i.e., until one reaches the
lowest single node that ‘‘covers’’ the query — this may be the root). This was implemented by Rdb/VMS
[ANTO92, ANTO93].

• Depth-first. TBSAM [SRIV88] does depth-first search on all partial matches to compute exact cardinality
results.

Note that, unlike the methods discussed in the preceding two paragraphs, these methods do not taxonomize the
traversal design space.

It is important to note at this point that each of the three different sets of strategies result in some imprecision.
That is, applying them results in an estimate, but the estimate is really a value within an interval of possible values.
For example, even though we may guess that half of a subtree’s records match when its predicate overlaps with the
query, the actual answer is that anywhere from zero to all of its records may match.

Figure B.111 demonstrates how two commercial systems, IBM DB2/400 [ADEL97] and Oracle Rdb 7.0

[SMIT96], perform index-assisted estimation on B+-trees.12 DB2/400 performs fanout-based cardinality estimation,
assumes 100% overlap on partial matches and descends to a fixed level (the level above the leaf nodes). Oracle Rdb
uses pseudo-ranked cardinality estimation, assumes 50% overlap on partial matches and performs split-level descent.
Figure B.2 illustrates how TBSAM works in the same situation. (In practice, the traversal algorithm of Section 3
works something like this.)

11 Reproduced from [AOKI98a].
12 In fact, [ANDE88] describes the use of binary radix trees, which are not height-balanced. The discussion here therefore extends the

ideas of [ANDE88]. For example, we ignore the ‘‘pilot probes,’’ which only serve to estimate the radix tree’s height.
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(b)

(c)

DB2/400 assumes a uniform leaf fill factor

Figure B.1. B +-tree descent strategies:
(a) The actual query predicate coverage .
(b) Descent to level above leaves in DB2/400.
(c) Descent to ‘‘split level’’ in Rdb/VMS.

range predicate coverageNode visited by traversal algorithm.

Figure B.2. TBSAM COUNTestimation strategy.
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Appendix C: Tree traversal, ranking schemes and estimation accuracy

Throughout this paper, we posit that a pseudo-ranked tree satisfies certain conditions that allow us to reason about
the cardinality bounds. In this appendix, we (1) define these conditions, (2) show that these conditions are sufficient
to guarantee that our deterministic bounds never suffer while we probe the tree, and (3) give expressions for the
maximum and minimum amounts by which our deterministic bounds tighten given a specific type of pseudo-
ranking.

Recall the following two definitions and notation from Section 2.1:

Definition C.1 [ANTO92]: A tree ispseudo-rankedif, for each node entry e, we can compute a cardinality estimate,
c0

e, as well as lower and upper bounds, c−
e ≤ c0

e ≤ c+
e, for the subtree indicated by e. ptr .

Definition C.2 [ANTO92]: Let i indicate a given node entry, and let child(i) indicate the node to which i. ptr refers.
A pseudo-ranked tree satisfies thenested bound conditionif c+

i ≥
j ∈child(i)

Σ c+
j and c−i ≤

j ∈child(i)
Σ c−

j for all non-leaf

index records i.

All summations in this appendix will be overj ∈child(i).

1. Suboptimality of traversal strategies
A useful consequence of the nested bound condition is that we cannot pick a traversal strategy that ‘‘loses

ground.’’ That is, if our ranking scheme satisfies the nested bound condition, the deterministic bounds on our
cardinality estimate never grow if we descend into a new nodechild(i). Denote the uncertainty of the node entryi
by u and the cumulative uncertainty ofj ∈child(i) by u′.

Observation C.1: Descending a pointer from i to child(i) never increases uncertainty (i.e., u≥ u′) if the index
satisfies the nested bound condition.

Proof: If we follow a pointer, the query predicateq and the predicate ofi must either be a full match (q containsi ’s
predicate) or a partial match (q overlaps but does not containi ’s predicate). Each of these cases turns out to have
different uncertainty.

Case 1 (full match): The number of records that matchq falls somewhere within the range of possible subtree
cardinalities, [c−, c+]. Hence,u = c+

i − c−
i andu′ = Σ(c+

j − c−
j ). By the nested bounds condition,

u = c+
i − c−

i ≥ 
Σ c+

j



− c−
i ≥ 

Σ c+
j



− 
Σ c−

j



= Σ(c+
j − c−

j ) = u′

Case 2 (partial match): The number of records underi that matchp might be anywhere on [0,c+
i ], so u = c+

i .
Similarly, the cumulative uncertainty of the child node’s entries isu′ = Σ c+

j (all of the entries can be partial matches
in, say, an R-tree).u ≥ u′ follows immediately from the nested bounds condition.

Note that Observation C.1 does not imply that the estimate always becomes more accurate. Even if the deterministic
bounds shrink (which they are not guaranteed to do), the estimate itself may move away from the true value.

2. Alternative traversal strategies
The reason why we want to reduce the ‘‘uncertainty’’ is that any overestimation of the total cardinality translates

directly into loss of sampling efficiency. Two kinds of strategies suggest themselves. First, we can choose node
entries that give the best worst-case uncertainty reduction. This is a pessimistic, minimax-style strategy. Second, we
can choose node entries that give the best best-case uncertainty reduction. This is an optimistic, maximin-style
strategy.

Consider how these strategies work under the most general conditions,i.e., we know only that the nested bound
condition applies. Without any other assumptions, the worst-case uncertainty reduction is zero. In this case, then,
the worst-case strategy gives us no information. The best-case uncertainty reduction is 100% (reduction to zero).
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Therefore, this strategy amounts to choosing the node entry with the greatest uncertainty.
Other strategies are possible if we constrain the kind of bounds we use. Let us assume thatc+

i = c0
i ⋅ ε h and

c−
i = c0

i /ε h, whereh is the height in the tree andε h is some function that is non-decreasing inh. When descending
from i to child(i), we can be sure that the uncertainty decreases by at least

u − u′ = 

c+

i − c−
i



− 
Σ c+

j − Σ c−
j



= 

c+

i − 


c+
i

ε h
2






− 
Σ c+

j − 
Σ

c+
j

ε h+1
2






= 

c+

i − 


c+
i

ε h
2






− 

c+

i − 


c+
i

ε h+1
2






= c+
i



1

ε h+1
2

−
1

ε h
2




since the difference is minimized whenc+
i = Σ c+

j . (Of course, this difference may be very small, or even zero.) By
a similar argument, a full match reduces the uncertainty by at most

u − u′ = c−
i


ε h

2 − ε h+1
2


A partial match may reduce the uncertainty fromc+
i to 0 (i.e., when no entriesj ∈child(i) hav e a predicate that

overlaps the query predicateq). These bounds are summarized in Table C.1; they represent the worst-case and best-
case ‘‘payoff’’ for following a node entry pointer. If our nested bounds happen to be these type ofε bounds, we can
use either of these payoff metrics (instead of the largest uncertainty metric) when choosing which node entry pointer
to follow.

Minimum decrease Maximum decrease

Full match
c−

i


ε h

2 − ε h+1
2


Partial match c+
i

c+
i



1

ε h+1
2

−
1

ε h
2




Table C.1. Uncertainty reduction with ε bounds.
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Appendix D: A/R sampling from any kind of ranked tree

Figure D.1 shows the basic acceptance/rejection (A/R) sampling algorithm for trees that conform to the nested
bound condition. The purpose of the algorithm is to select one record out ofN
• at random,
• with equal probability, and
• without precise information aboutN.

The algorithm uses some notation beyond what was defined in Table 1: |node| indicates the fanout (outdegree) of
node, andnode[i ] indicates thei th node entry (index record) ofnode.

1. Setnode= root

2. Set ˆc =
|node|

i=1
Σ c+

node[i ] // initial estimate of tree size

3. Pick randomx∈[1, ĉ]

4. If x >
|node|

i=1
Σ c+

node[i ] , goto 1 // REJECT (start a new probe)

5. Find smallestj ∈[1, |node|] s.t.
j

i=1
Σ c+

node[i ] ≥ x

6. If node[ j ]. ptr = NULL, goto 10 // this is a record
7. Set ˆc = c+

node[ j ] // estimate of new subtree size
8. Setnode= node[ j ]. ptr // descend to new subtree
9. Goto 3

10. Returnnode[ j ] // ACCEPT

Figure D.1. Algorithm A/R [ANTO92].

Each paper on acceptance/rejection sampling from trees gives anad hocargument for the equiprobability of the
A/R algorithm. Antoshenkov [ANTO92] makes a correct but informal argument that a balanced pseudo-ranked tree
can be conceptually transformed into an equivalent balanced ranked tree with ‘‘phantom’’ edges. The fact that
balanced unranked trees could be so transformed is pointed out in [OLKE89, p. 273]; Olken and Rotem, as well as
Rosenbaum [ROSE93], give equiprobability proofs specific to their ranking schemes that do not depend on this fact.
However, we can also make a more satisfying direct proof for all tree topologies (balanced or unbalanced) and all
ranking schemes that support nested cardinality bounds.

The general framework of Theorem D.1 is taken from [ROSE93]. We hav e replaced his algorithm-specific
version of Lemma D.1.1 with a general version.

Theorem D.1: Given a tree of cardinalityN, a series of A/R descents that halt after returning one record will return
a specific record r  with probabilityPr[accept r] = 1/N.

We will assume that the early abort A/R algorithm given above is inuse, but the results apply to the lazy abort
algorithm as well.

Lemma D.1.1: Each record will be returned with equal probability1/N̂ (whereN̂ =
e∈root
Σ c+

e) during a single A/R

descent.

Let h be the height (maximum depth) of the tree. Consider a path from the root to some index record,i.e., a path
representing a single successful descent. This path consists of index entriese0, . . . ,el , 0 ≤ l ≤ h, each drawn from a
corresponding index noden0, . . . ,nl . Entry ek contains an upper bound estimate,c+

ek
, of the subtree rooted at node

nk+1; definec+
el

= 1 (el is a leaf record and therefore has no children). The A/R algorithm selects entryek with

probability c+
ek

/c+
ek−1

, so the probability of accepting a given recordr is Pr[el = r ] =
c+

e0

N̂

l

k=1
Π

c+
ek

c+
ek−1

. This expression

telescopes, resulting inPr[el = r ] = 1/N̂ for all r .
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Lemma D.1.1 demonstrates that the equiprobability is inherent in the A/R procedure rather than a result of a
particular ranking scheme or tree topology. It also follows from the lemma that the probability of accepting some
record during a single descent isA = N/N̂ and the probability of rejection isR = 1 − A = (N̂ − N)/N̂.

Lemma D.1.2[ROSE93]:Each record will be returned with equal probability by a series of descents that halts after
returning one record.

We now wish to compute the probability of eventually accepting recordr after some number of descents. Consider
the possible events that can occur from the standpoint of a single descent:

Event Prob.
accept (= r ) now

accept (≠ r ) now
1/N̂

(N − 1)/N̂




= A

reject; accept (= r ) later

reject; accept (≠ r ) later

Rar

R(1 − ar )




= R

Only the first and third events result in recordr being returned, soPr[accept r] = 1/N̂ + R ⋅ Pr[accept r]. (The
remaining event probabilities correspond to acceptance of a different record, which is not of interest here.) Solving
for Pr[accept r], we obtainPr[accept r] = 1/(N̂(1 − R)), which is equal for allr .

SinceR = 1 − A, it follows thatPr[accept r] = 1/(N̂A) = 1/N.
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